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ABSTRACT

The Integrated Fuel-Coolant Interaction Code (IFCI) is a best-estimate computer program for
analysis of phenomena related to mixing of molten nuclear reactor core material with reactor
coolant (water).  The stand-alone version of the code, IFCI 6.0, has been designed for
analysis of small- and intermediate-scale experiments in order to gain insight into the physics
(including scaling effects) of molten fuel-coolant interactions (FCIs), and to assess and validate
the code's methods, models, and correlations..

In this report the flow regime and heat transfer models used in the current version of IFCI
(IFCI 6.0) are described.
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1.  INTRODUCTION AND OVERVIEW

The Integrated Fuel-Coolant Interaction (IFCI) code is a 3-field compressible hydrodynamic
code designed to model the mixing of molten nuclear reactor materials with reactor coolant
(water).  It is designed to handle, with varying degrees of empiricism, the four stages of fuel-
coolant interactions: coarse mixing, triggering, detonation propagation, and hydrodynamic
expansion.   IFCI is under development at Sandia National Laboratories (SNL), and is
sponsored by the United States Nuclear Regulatory Commission, Office of Nuclear Regulatory
Research (USNRC/RES).

IFCI contains models for boiling rates, flow regimes, dynamic melt fragmentation, surface
tracking, subcooling effects, melt oxidation, triggering, and propagation of the shock.  These
phenomena are essential to the modeling of fuel/coolant interactions.  Relatively brief
descriptions of many of these models have been provided in earlier reports [1,2].  In addition,
a fairly detailed description of the models for melt fragmentation and droplet break-up is given
in Reference [3]. The purpose of this report is to provide a detailed description of the flow
regime and heat transfer models that are used in IFCI 6.0.

Section 2 provides a synopsis of the hydrodynamic fluids model and the governing
conservation equations that provide that framework for all of the IFCI models.  Section 3
describes the two phase (vapor-water) flow regime maps that are used in IFCI.  These have
been adopted primarily from TRAC [4,5] and MELPROG [6,7], and include both vertical and
a horizontal flow regime maps.  In Section 4, interfield heat transfer models are described in
detail. These include the heat transfer between vapor and steam (Section 4.1), and between the
melt and the vapor and steam (Section 4.2).
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2.  THREE-FIELD HYDRODYNAMIC FLUIDS MODEL

The IFCI hydrodynamic fluids model has been developed from the two-dimensional,
four-field hydrodynamics model implimented in MELPROG [6,7] and uses MELPROG
FLUIDS module hydrodynamics subroutines extensively.  Furthermore, IFCI drivers, input
and output routines were derived from MELPROG subroutines.   The MELPROG
hydrodynamics model was designed to treat up to four fields; (1) vapor (steam and H2), (2)
water, (3) debris, and (4) melt (in MELPROG, these are referred to as fields 1, 2, 3, and 4
respectively).  Therefore, it is usually referred to as a four-field hydrodynamics model.  In
practice, however, MELPROG's fluid fields for solid debris ("field 3") and melt ("field 4")
were not coupled because the required modeling information needed to separate fields 3 and 4
was deemed inadequate, and all corium, regardless of solid-liquid state, was placed in field 3,
leaving the forth field inactive.  In other words, MELPROG was always run with the fields for
vapor, water, and debris "on," and the melt field was "off." (Note for clarity that MELPROG
did have a seperate candling model in the CORE module to treat the relocation of molten core
structure material.)  In contrast, IFCI is always run with the steam, water, and melt fields "on,"
and the debris field is "off."  As MELPROG did with field 3, all corium treated by IFCI,
regardless of solid-liquid state, is placed in field 4, but the inter-field coupling terms with field
4 are uniquely IFCI models, not MELPROG models.  Therefore, strictly speaking, IFCI uses a
three-field hydrodynamics model, even though previous documentation has often referred to
the model is a four-field model (with one field inactive).

2.1 Field Equations

The equation set used in IFCI is a three-field, two-dimensional, cylindrical geometry version of
a set commonly used in multifield computational hydrodynamics and originally derived from
the general field equations of Ishii [8,9].  A "field" in the context of multifield hydrodynamics
is represented by separate momentum, mass continuity, and energy equations for each type and
phase of material in the interaction.  These three equations are solved for each "field."  Mass,
energy, and momentum transfer between fields are represented by coupling terms in the field
equations for which constitutive relations must be provided.  Also necessary is an equation of
state for each field.  Use of a multifield method with separate mass, momentum, and energy
equations for each field allows slip between the various materials (vapor, coolant, and melt),
and a different temperature for each material.  The field equations, associated constitutive
relations, equations of state, and initial and boundary conditions, are solved in IFCI by use of
the SETS method developed by Mahaffy [10].
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The basic conservation equations used in IFCI for each field "k" are given below in Equations
2.1 through 2.4.  Values of k equal to 1, 2, and 3 denote the vapor, water, and melt fields
respectively.  Whenever a summation is used to indicate various interfield terms, the subscript j
is also used to refer  to the different fields and a double subscript is employed.  These terms are
for j and k except j=k.

Mass Conservation:

∂
∂t (αk ρk )  + ∇• (αk ρk V

→
k)  −  ∑

j=1

3

Γ jk  −  Γk   =  0  (2.1)

Axial Momentum:

∂
∂t Wk  +  V

→
k • ∇ Wk  +  

1

ρk

  
∂P
∂z   +   

1

( )αρ k

 ∑
j=1

3

CZjk (Wk − Wj) |Wk − Wj|

+   
1

( )αρ k

  DZk Wk |Wk |  +  F
v
Zk +  g   =   0 (2.2)

Radial Momentum:

∂
∂t Uk  +  V

→
k • ∇ Uk  +  

1

ρk

  
∂P
∂r    +   

1

( )αρ k

 ∑
j=1

3

CRjk (Uk − Uj) |Uk − Uj|

+   
1

( )αρ k

  DRk Uk |Uk |  +  F
v
Rk  =   0 (2.3)

Energy:

∂
∂t (αk ρk ek )  + ∇• (αk ρk ek V

→
1) + P [ ∂αk

∂t   + ∇• αk V
→

k ]

− ∑
j=1

3

Γ jkH
sk

  −   ∑
j=1

3

Q
jk

   −  Q
wk

   −  Q
sk

  =  0  (2.4)

In addition, a constraint on the sum of the fluid volume fractions is also required. By definition
these volume fractions must always add to one, thereby satisfying the following equation:

1 −  αs   −   ∑
k=1

3

α
k
   =  0 (2.5)
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The virtual mass terms F
v
Zk and F

v
Rk appearing in Equations (2.2) and (2.3) are used to add

stability to the multifield equations.  The form used in IFCI is simplified from the full virtual
mass expression as suggested in Bohl et al. [11] and is applied only to discrete vapor flows
(i.e., k=1).

The expressions used in IFCI for the virtual mass terms can be written as follows.

F
v
Zk =  αkρ−LCvm [ ∂

∂t Wk  - α−2
∂
∂t W2  - α

−
3

∂
∂t W3 ] (2.6)

F
v
Rk =  αkρ−LCvm [ ∂

∂t Uk  - α−2
∂
∂t U2  - α

−
3

∂
∂t U3 ] (2.7)

In Equations (2.6) and (2.7), ρ−L is an effective liquid density for the water, melt and solid
fields, α−2  is a normalized liquid field volume fraction, and the virtual mass coefficient, Cvm, is
set to a value giving stability to the equation set [12],

Cvm = 4 √α−1
3 α−L ρ1/ρ−L (2.8)

In Equations 2.1 through 2.5, αk  is the volume fraction with respect to the total finite
difference-mesh cell volume.  There can also be a non-flow volume fraction in the cell, as
structures, αs.  The velocity vector V

→
k is composed of axial and radial components Wk and

Uk.  The third and fourth terms in Equation (2.1) represent mass transfer among the fields and
external mass source terms, respectively.  The mass transfer between steam and liquid water is
treated implicitly in temperature and pressure, while the other mass transfers are explicit
sources.  In the momentum equations, the fourth term represents momentum transfer between
the fields, the fifth term represents wall friction, and the sixth term is the virtual mass force
described above.  The coefficients, CZjk and CRjk, are evaluated explicitly based on the local
flow regime.  In the energy equation [see Equation (2.4)], the third term is the work term.  The
fourth term represents energy exchange between the fields due to phase change, with Hsk
representing the saturation enthalpy. The fifth term represents heat transfer between fields.  The
sixth term represents external energy sources, and the seventh term is energy transfer to an
interface at saturation.

Because there are three fields being treated, Equations (2.1) through (2.5) constitute a set of
thirteen coupled, non-linear, partial differential equations that, along with material equations of
state and constitutive relations for mass, energy and momentum exchange, form the
hydrodynamic equation set of IFCI.
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3. FLOW REGIME MODELS

3.1 Vertical Flow Regime Map

Shown in Figure 3-1 is the vertical flow map used in IFCI as the basis for calculating CZ12.
Also shown is the flow regime map used in TRAC[5].  In TRAC, a mass flow rate dependence
for bubbly and slug flow is used, whereas in IFCI, this dependence has been neglected.
However, this simplification only has impact when 0.3 < α 'v < 0.5 at mass flow rates above
2000 kg/(sec m2).

Bubbly
  Flow

Slug
Flow Interpolated

Annular
or

Annular 
Mist

0.0 0.3 0.5 0.75 1.0

Vapor Fraction  α'v        

Bubbly
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   between
slug flow and
annular mist Annular

or
Annular 

Mist

0.0 0.3 0.5 0.75 1.0

Vapor Fraction  α'v

0

1000

2000

M
as

s 
Fl

ux
   

kg
/(

se
c 

m
 )2

Bubbly Flow

Interpolated
   between
bubbly - slug

a. IFCI b. TRAC

Figure 3-1 A Comparison of the IFCI Vertical Water-Vapor Flow Regime Map with the
TRAC Flow Regime Map

The IFCI vertical flow map depends only upon the normalized vapor volume fraction, α'v, to
determine flow regime changes.  The normalized fraction is defined as

α 'v  = 
α1

(α 1 + α 2)
(3.1)

The flow regime is bubbly flow when the normalized vapor volume fraction is less than 0.3 in
a flow situation.  The flow regime is slug, or bubbles growing to the size of the hydraulic
diameter in the range from 0.3 to 0.5.  Above 0.75, the regime is annular mist flow, where the
water is in droplet form and the vapor is the continuous phase.  The region from 0.5 to 0.75 is
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a transition region between the slug and annular mist flows where interfacial values are
determined by a smooth interpolation from one regime to the other.

3.2 Horizontal Flow Regime Map

In most applications of interest, vertical flow is dominant.  However, a horizontal flow map is
sometimes needed (especially when the water level in a cell must be determined).  The flow
map of Baker [13] is used as the basis for the horizontal steam-water flow map used in IFCI.
IFCI uses a modified version of the map delineating 3 flow patterns.  Both of these maps are
based on corrected vapor and water mass fluxes, G'v and G'L, respectively, that are given by:

G '
v  =  

Gv

λ
  , G '

L  =  GL
ψ (3.2)

where the factors λ and ψ are used to adjust for different water and vapor properties, as the
original map is for air-water flows.  These factors are defined as:

λ  =  
 



 

ρ

v

ρ
A

ρ
L

ρ
W

1/2
  , ψ  =  

 



 

σ

W

σ
  
 



 

µ

L

µ
W  




 

ρ

W

ρ
L

2
(3.3)

where
ρ

x
 = density of x, where x is v (vapor) or L (liquid water) (kg/m3),

ρ
A

 = density of air at STP (kg/m3),
ρ

W
 = density of water at STP (kg/m3),

µ
L

 = viscosity of water (Pa-s),
µ

W
 = viscosity of water at STP (Pa-s),

σ  = surface tension (Pa-m), and
σ

W
 = surface tension of water at STP (Pa-m).

These flow maps are shown in Figure 3-2 where the IFCI regions are superimposed over the
flow regimes as proposed by Baker.  The flow regime is bubbly flow whenever the the
corrected water mass flux is greater than 2000.  When the flux is below 2000, the flow regime
is an annular mist or droplet flow if the corrected vapor flux is greater than 4.0 and stratified
flow in the low vapor flow regimes.

The factors λ and ψ actually used in IFCI are calculated from polynomial fits to curves of λ
and ψ for steam-water systems versus pressure given in Collier [14].  These are shown in
Figure 3-3  and are given in Equations (3.4) and (3.5) using the S.I. units employed in IFCI.
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    ψ =  0.678676  +  2.3526 x 10-7 * P  −  2.618 x 10-14 * P2

 +  3.0491 x 10-21 * P3 (3.4)

    λ =  

 

 1.0 + 5.7971 x 10-7 * (P − 1.0 x 105 ) , P > 7 . 0 M P a

5.0 + 2.2200 x 10-7 * (P − 7.0 x 106 ) , P > 7 . 0 M P a

 (3.5)

where "P" is the pressure in Pa.
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Figure 3-2 Flow-Regime Map for Two-Phase Horizontal Flow used in IFCI Compared
to the Map of Baker [13].
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4.  INTER-FIELD HEAT TRANSFER MODELS

As previously introduced, a conservation of energy equation (Equation (2.4)) is solved for
each fluid field.  Of interest in this section is the fifth term in this equation - the heat transfer
that can occur between different fluid fields existing together in the same local region (i.e.,
control volume).

4.1 Heat Transfer Between Vapor (Field 1) and Water (Field 2)

The two-phase (steam/H2 - liquid water) interfacial heat transfer models used in IFCI are
primarily adopted from the TRAC-PF1/MOD1 computer code [5].  However, some adaptations
or modifications have been implemented in IFCI.  The use of these heat transfer correlations is
tied to the simplified two-phase flow regime maps described above in Section 3.

Four regimes are defined in the vertical flow regime map.  Which regime the fluids are in
depends on the value of the normalized vapor volume fraction (or "void fraction"), α'v.  The
flow regime is "bubbly flow" when the normalized volume fraction is less than 0.3.  The flow
regime is "slug flow" - or bubbles growing to the size of the hydraulic diameter - in the range
from 0.3 to 0.5.  Above 0.75, the regime is "mist" or "annular mist" flow, where the water is
in droplet form and the vapor is the continuous phase.  The region from 0.5 to 0.75 is a
transition region between the slug and annular mist flows where interfacial values are
determined by a smooth interpolation from one regime to the other.  In  Sections 4.1.2 through
4.1.5, the models and correlations applied for each of the four vertical flow regimes will be
described.

In most applications of interest, vertical flow is dominant.  However, a horizontal flow map is
sometimes needed (especially when the water level in a cell must be determined).  The flow
map of Baker [13] is used as the basis for the horizontal steam-water flow map used in IFCI.
As explained in Section 3.2, IFCI uses a modified version of the horizontal flow map of Baker
delineating 3 flow patterns.  In  Sections 4.1.6 through 4.1.8, the models and correlations
applied for each of the three vertical flow regimes will be described.

Because the flow is not always dominantly one direction or the other, a means for interpolating
between the horizontal and vertical flow regimes has been implemented in IFCI.  This approach
is described in Section 4.1.9.

Finally, in Sections 4.1.10 through 4.1.12, a description will be given of the major
assumptions and simplifications, how the models are actually coded, and the status of model
assessment.
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4.1.1 Coefficients, Velocities, and Diameters

Throughout this discussion of the two-phase interfacial heat transfer modeling in IFCI, a
number of basic equations and definitions will be applied over and over.  In this sub-section
these parameters and definitions are defined and described, together with the correlations that
are associated with them.

In IFCI, the total heat transfer from the vapor to the water, Q12, is always assumed to be the
sum of two contributions: vapor to an interface at the saturation temperature, Tsat, and this
interface to the water.  This can be expressed as

Q12 = hi1 A12 (T1  - Tsat) +  hi2 A12 (Tsat - T2 ) (4.1)

where

Tsat = the saturation temperature of steam evaluated at the partial pressure of the vapor,
A12  = the interfacial surface area between the vapor and water,
hi1  = the vapor-to-interface heat transfer coefficient, and
hi2  = the interface-to-water heat transfer coefficient.

Of great importance in calculating the interfacial heat transfer are a number of velocities
associated with the different fields.  These are described next.

Consider the control volume illustrated in Figure 4-1 and the water and vapor velocities shown.
A cell centered velocity difference between the water and vapor fields is calculated as follows.

         r

z

W1,j
W2,j

W1,j-1
W2,j-1

U1,i
U2,i

U1,i-1
U2,i-1

Figure 4-1  Water and Vapor Velocities
Around a Typical Control Volume

Given the velocities as shown in Figure 4-1,
average cell centered water velocities are
calculated and then used to find a vector water
velocity, a vector vapor velocity, and a vector
water-vapor velocity difference.

W
—

2 = 0.5 ( W2,j + W2,j-1) (4.2a)

W
—

1 = 0.5 ( W1,j + W1,j-1) (4.2b)

U
—

2  = 0.5 (U2,i + U2,i-1) (4.2c)

U
—

1  = 0.5 ( U1,i + U1,i-1) (4.2d)
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VL = √W
—

2
2

+ U
—

2
2

(4.3)

VV = √W
—

1
2

+ U
—

1
2

(4.4)

V12 =Max (√(W
—

2 - W
—

1)
2

+ (U
—

2 - U
—

1)
2

 , 10-3) (4.5)

We next turn our attention to the calculation of droplet and bubble diameters.  These are
generally found by use of a constant Weber number assumption (in IFCI (as in TRAC), a
constant value of 7.5 is used for bubbles, and a value of 4.0 for droplets).  However, in IFCI
this approach has been modified by the addition of a number of constraints which are intended
to limit the possible values by physically based bounds.  To describe the total approach, it is
useful to first list a number of equations and definitions.

First we note that by definition, the generic expression for the Weber number of a spherical
bubble or droplet can be written as

We = 
ρ(Vrel)

2D

σ
 , (4.6)

where
σ =  surface tension of the liquid phase (water). Calculated as a function

     of pressure and saturation temperature (See Section 6).
ρ = the density of the fluid medium surrounding the droplet or bubble
D = the bubble or droplet diameter, and

Vrel =  relative velocity between the vapor and water

Next we define a hydraulic diameter, Dh, also to be used later.  In  IFCI, the hydraulic diameter
is defined in terms of a cell flow volume, fvol, and a wetted surface area, SA, instead of the
normal flow cross section, Across,and wetted perimeter, Pwett.

Dh = 
4*fvol

SA   ≈ 
4*Across

Pwett
 (4.7)

We now turn our attention to calculating a bubble diameter and bubble Reynolds number to be
used in the bubbly flow and slug flow regimes.  The physical situation envisioned is a mass of
vapor bubbles surrounded by liquid water.  We begin by defining a maximum bubble diameter;

Db,max = Max ( Min {Db,rise , Db,mass} , Dmin) (4.8)
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where

Db,rise =  √0.75 We σ ρ1

ρ2 g (ρ2-ρ1)
 ,   We = 7.5 (4.9)

Db,mass =  ( 
6 α1 Vol

π  )1/3
(4.10)

Dmin =  .0001 m (4.11)

The diameter Db,max is used in finding a bubble rise velocity, Vrise, characterizing a bounding
maximum velocity between bubbles and the surrounding water, if bubbles were rising under
the force of buoyancy.  Eq. (4.9) is derived by assuming a Weber number of 7.5, a drag
coefficient between the bubble and water of 1.0, and balancing gravitational and drag forces.  It
is an upper bound because it does not account for viscous effects.  Equation (4.10) is the
diameter of a spherical bubble containing all of the vapor within the given control volume (Vol
= volume of the control volume), another physically based upper bound on the size of the
bubble.  The value of Dmin given in Eq. (4.11) is an arbitrary lower limit (contained in a data
statement in the code) which is applied.

Once the value of Db,max  is calculated from Eq. (4.8) a rise velocity, Vrise, is calculated by
assuming a drag coefficient between the bubble and water of 1.0, and balancing gravitational
and drag forces (see Eq. 8.5 in Reference [15]), yielding

Vrise = √4
3 Db,max g (ρ2-ρ1

ρ 1
) (4.12)

This velocity is used as an upper bound on the relative velocity between the vapor bubble and
the water, Vrb, used in calculating the bubble diameter, Db, and bubble Reynolds number, Reb.
Thus the following three equations are applied.

Vrb = Max ( Vrise, V12 ) (4.13)

Db = Min (Max { 
σ Web

ρ2 (Vrb)2
 , Dmin}, Dh, Db,max)  ;  Web = 7.5 (4.14)

Reb = 
ρ2 |Vrb|Db

µ 2

  . (4.15)
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Another set of equations, completely analogous to Eqs. (4.8) through (4.15) is used to
calculate a droplet diameter, Dd, and droplet Reynolds number, Red.  In this case we envision
droplets of liquid water surrounded by gaseous vapor.  Thus the idea of a terminal velocity is
substituted for that of the rise velocity used above.  Also, an additional constraint reducing the
droplet diameter in superheated conditions is applyed.  These equations are given below in
sequence, but without further explanation.

Db,max = Max ( Min {Db,rise , Db,mass} , Dmin) (4.16)

where

Dd,term =  √0.75 We σ ρ2

ρ1 g (ρ2-ρ1)
 ,   We = 4.0 (4.17)

Dd,mass =  ( 
6 α2 Vol

π  )1/3
(4.18)

Dmin =  .0001 m (4.19)

Vterm =  √4
3 Dd,max g (ρ2-ρ1

ρ 2
) (4.20)

Vrd = Max ( Vterm, V12 ) (4.21)

D'd = 
σ Wed

ρ1 (Vrd)2
   ;    Wed = 4.0 (4.22)

To adjust for superheated conditions, IFCI does the following:

We let F1 = Max( 0.0 , Min { (T1 - Tsat) - 2.0
20  , 1.0 } ) (4.23)

then find D ''d = F1 * Dmin + (1-F1)*D'd (4.24)

The droplet diameter and droplet Reynolds number are now calculated as



DRAFT FOR REVIEW SAND95-XXXX

draft 7-31-95 14

Dd = Min ( Max { D''d , Dmin}, Dh, Dd,mass)  ;  Wed = 4.0 (4.25)

Red = 
ρ2 |Vrd|Dd

µ 2

  . (4.26)

Finally, given the values of the relative bubble velocity, Vrb, and the relative droplet velocity,
Vrd, from Equations (4.13) and (4.21), the vector relative velocity, V12, is bounded by these
values.

V12 = Max ( Vrb, Vrd , V12 ) (4.27)

4.1.2 Vertical Bubbly Flow Regime

For  α 'v  < 0.3, correlations developed for the bubbly flow regime are used to determine the
interfacial heat transfer.

4.1.2.1 Interfacial Surface Area

In vertical bubbly flow, the interfacial surface area A12 is calculated in conjunction with a
critical bubble Weber number as explained above in Section 4.1.1.  Given the value of Db (see
Eq. (4.14)), and with the assumption of a uniform bubble distribution within the control
volume, the number of bubbles is

CNB = 
6 α1Vol

π Db
3  , (4.28)

where "Vol" is the volume of the control volume, and α1 is the vapor volume fraction.

Assuming the bubble surface area can be found from the surface area of a sphere, the interfacial
area can be found as

A12  = 6 α1( Vol
Db

 ) (4.29)

In TRAC, this value is restricted from becoming smaller than a value based on a minimum
number density of bubbles.  This restriction was removed from the IFCI formulation when
situations arose which appeared to produce physically unreasonable results.
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4.1.2.2 Vapor-to-Interface Heat Transfer Coefficient

In the bubbly regime, the vapor-to-interface heat transfer coefficient, hi1 , is set equal to a
constant.

 hi1  = 1000.  (4.30)

This is a simplification of the TRAC formulation which uses a different constant ( hi1  =
10,000 ) if the vapor temperature is in the nonequilibrium condition T1 > Tsat .

4.1.2.3 Interface-to-Water Heat Transfer Coefficient

The interface-to-water heat transfer coefficient is found from the larger of two correlations: the
approximate formulation of the Plesset-Zwick bubble growth model [16,17], and a
modification of a convective heat transfer correlation suggested by Lee and Ryley [18].
Expressed in terms of a Nusselt number, this can be written as

Nui2  =  
hi2 Db

k2
  =  Max (NuPZ, NuLR) (4.31)

The correlations for the two Nusselt numbers are

 NuPZ =  
12
π   (Tsat - T2 ) 

ρ2

ρ1 L
  

∂u2

∂T2
(4.32)

and

NuLR = 2.0 + 0.74 Re0.5
b (4.33)

where
L =  latent heat of vaporization

u2 =  the internal energy of the water

We note that this is a simplification of the TRAC formulation which uses a different correlation
(Stanton Number = .02) if the water temperature is in the nonequilibrium condition T2 < Tsat.

4.1.3 Vertical Slug Flow Regime

The slug flow regime is considered to exist in vertical flow when the normalized vapor volume
fraction, α'v, is in the range from 0.3 to 0.5.  We note that in this regime, IFCI has adopted a
formulation which has some differences with the formulation used in the TRAC code.  The
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conceptual picture is that as the volume fraction increases, the individual bubbles begin to
agglomerate and form plugs or slugs of vapor.  At a maximum α'v of 0.5, 40% of the vapor is
assumed to exist in the form of trailing bubbles, with the remainder contained in slugs whose
diameter is equal to the hydraulic diameter of the flow channel.  In this regime the interfacial
heat transfer coefficients are calculated as a weighted sum between that portion which is still
considered to be bubbly-like flow, and that portion considered as a pure slug flow.  The
application of the IFCI approach can best be illustrated by considering the following steps:

Step 1: In addition to a bubble diameter, Db, found by using Eq. (4.14), calculate an effective
diameter of the slug, Ds, by interpolation on  α'v.

Ds =  (1-f1) * Db + f1 * Dh (4.34)

where the interpolating function f1 is defined as

f1 =  
(α 'v - 0.3)

0 .2   ,      0.3 < α'v < 0.5  , (4.35)

and where

Dh =  hydraulic diameter (see Eq. (4.7))

Using the interpolating function f1 again, calculate the separate volume fractions
associated with that portion of the vapor assumed to be in bubbles and that portion
which is assumed to be in the form of slugs.

αb = α1 [ 1 - (0.6 * f1)] (4.36)

αs = α1 (0.6 * f1) (4.37)

Step 2: Calculate both the vapor-to-interface heat transfer coefficient, hi1 , and the interface-to-
water heat transfer coefficient, hi2 , as follows

hi1  = 1000  , and (4.38)

hi2  = ( 2.0 + 0.74 Re0.5
b )  

k2
Db

  , (4.39)

where Eq. (4.39) uses the convective heat transfer correlation suggested by Lee and
Ryley [18], and hi1 in Eq. (4.38) is the same constant value as given in  (4.30).
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Step 3: Calculate the interfacial surface area, A12, as a weighted sum between that portion
which is still considered to be bubbly-like flow, and that portion considered as a pure
slug flow.  To do this use a modified form of Eq. (4.29) derived earlier.

A12  = 6 Vol (  
αb
Db

 + 
αs
Ds

 ) (4.40)

This method is an add hoc approach, but does provide for a continuous representation of the
behavior of the interfacial heat transfer as the vapor volume fraction crosses the value of 0.3
(marking the boundary between bubbly and slug flow) and increases toward 0.5.

4.1.4 Vertical  Mist Flow Regime

The vertical mist flow regime is considered to exist in vertical flow when the normalized vapor
volume fraction, α'v, is greater than 0.75.  In IFCI, the interface-to-water heat transfer
coefficient, hi2 , is  calculated using the convective heat transfer correlation suggested by Lee
and Ryley [18], but is constrained by a maximum value of 50000.  The vapor-to-interface heat
transfer coefficient, hi1 , is calculated by assuming a constant Stanton number of .02, but is
constrained to a minimum value of 1000.

hi2  = Min ( 50000,  0.02 ρ2  Cp2  |Vr|) (4.41)

hi1  = Max ( 1000,  ( 2.0 + 0.74 Re0.5
d )  

k1
Dd

 ) (4.42)

A12  = 6 α2( Vol
Dd

 ) (4.43)

In determining the droplet diameter, Dd , we  note that a constant droplet Weber number of Wed

= 4.0 is assumed.  According to Reference [5] (see pg. 6-27), sensitivity tests on the effect of
droplet Weber number have shown that variations between 2 and 12 did not strongly influence
the results, although Hinze [19] recommended a value of 3.46.  In IFCI we adopt the TRAC
value of 4.0.

4.1.5 Vertical Transition Flow Regime

The interpolated or transition flow regime is considered to exist in vertical flow when the
normalized vapor volume fraction, α'v, is in the range from 0.5 to 0.75.  In this regime, the
interfacial heat transfer coefficients and surface areas are found by linearly interpolating
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between the values which would be calculated at the top edge of the slug flow regime ( α'v =
0.5) and the bottom edge of the annular mist regime ( α'v = 0.75).

The application of this approach can be illustrated as follows:

Step 1: Calculate two sets of values for the interfacial heat transfer coefficients and surface
areas, one set corresponding to slug flow when  α'v = 0.5, the other corresponding to
mist flow when  α'v = 0.75.  Applying equations (4.38) through (4.43) we can write

hi1,slug = 1000  , and (4.44)

hi2,slug = ( 2.0 + 0.74 Re0.5
b )  

k2
Db

  , (4.45)

A12,slug = 6 Vol (  
.4 α1
Db

 + 
.6 α1
Dh

 ) (4.46)

and

hi2,mist = Min ( 50000,  0.02 ρ2  Cp2  |V12|) (4.47)

hi1,mist = ( 2.0 + 0.74 Re0.5
d )  

k1
Dd

 (4.48)

A12,mist = 6 *.25( Vol
Dd

 ) (4.49)

Step 2: Interpolate between the set of values as follows:

hi1  =  (1-f1) * hi1,slug + f1 * hi1,mist (4.50)

hi2  =  (1-f1) * hi2,slug + f1 * hi2,mist (4.51)

A12  =  (1-f1) * A12,slug + f1 * A12,mist  (4.52)

where the interpolating function f1 is defined here as

f1 =  
(α 'v - 0.5)

0.25  ,     0.5 < α'v < 0.75  . (4.53)

We note that the difference between the interpolation method employed by IFCI and that used
in the current version of TRAC is that TRAC uses a cubic interpolating function instead of a
linear function.
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4.1.6 Horizontal Stratified Flow Regime

The horizontal stratified flow regime is assumed to exist when the corrected water flux, G'
L, is

below 2000 kg/(m2s) and the corrected vapor flux, G'
v, is less then 4.0 kg/(m2s). In this

regime the convective heat transfer correlation suggested by Lee and Ryley [18] is used for
both the interface-to-water heat transfer coefficient and the vapor-to-interface heat transfer
coefficient.  Note that in order to indicate horizontal flow conditions, an additional subscript h
has been added to the characters.

 hi2h =  Max ( 5000, ( 2.0 + 0.74 Re0.5
2 )  

k2
Dh

  ) (4.54)

hi1h = ( 2.0 + 0.74 Re0.5
1 )  

k1
Dh

 (4.55)

where the water and vapor Reynolds numbers are based on the hydraulic diameter as follows:

Re2 = 
ρ2 VL Dh

µ 2

  (4.56)

Re1 = 
ρ1 VV Dh

µ 1

  . (4.57)

Note that the water and vapor velocities used in these Reynolds numbers were previously
defined in Eqs. (4.3) and (4.4).  Also, since the flow is considered stratified, the interfacial
area, A12, is set equal to the axial flow area.

4.1.7 Horizontal Mist Flow Regime

The mist (or annular mist) flow regime is considered to exist in horizontal  flow when the
corrected water flux, G'

L, is below 2000 kg/(m2s) and the corrected vapor flux, G'
v, is greater

than 4.0 kg/(m2s). However, to avoid the possibility of a sharp discontinuity in calculated
values, an interpolation is made in the range 4 <  G'

v < 30.  The calculation begins by finding
the interfacial heat transfer coefficients and interfacial area in the same manner as was
previously described for vertical mist flow.

hi2,mist = Min ( 50000,  0.02 ρ2  Cp2  |Vr|) (4.58)

hi1,mist = Max ( 1000,  ( 2.0 + 0.74 Re0.5
d )  

k1
Dd

 ) (4.59)
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A12,mist = 6 α2( Vol
Dd

 ) (4.60)

Next, if the value of the corrected vapor flux is such that  4 <  G'
v < 30, then the values are

adjusted based on the following. Let

 F1 = Min ( 1.0 , 
(G'

L − 4)
26     )      , (4.61)

then
 hi1h = (1-F1) hi1h,strat  +  F1 hi1h,mist (4.62)

 hi2h = (1-F1) hi2h,strat  +  F1 hi2h,mist (4.63)

 Ai1h = (1-F1) Ai1h,strat  +  F1 Ai1h,mist (4.64)

where in these equations the subscript "strat" indicates values that were calculated for stratified
flow (Eqs. (4.54) through (4.55)).

4.1.8 Horizontal Bubbly Flow Regime

The horizontal bubbly flow regime is considered to exist when the corrected water flux, G'
L, is

greater than 2000 kg/(m2s). However, to avoid the possibility of a sharp discontinuity in
calculated values, an interpolation is made in the range 2000 <  G'

L < 5000.  The calculation
begins by finding the interfacial heat transfer coefficients and interfacial area in the same
manner as was previously described for vertical bubbly flow.

 hi1h,bub = 1000.  (4.65)

hi2h,bub = ( 2.0 + 0.74 Re0.5
b )  

k2
Db

  , (4.66)

A12h,bub = 6 α1( Vol
Db

 ) (4.67)

Next, if the value of the corrected water flux is such that   2000 <  G'
L < 5000, then the values

are adjusted based on the following. Let

 F1 = Min ( 1.0 , 
(G'

L − 2000)
3000     )      , (4.68)

then
 hi1h = (1-F1) hi1h,other  +  F1 hi1h,bub (4.69)

 hi2h = (1-F1) hi2h,other  +  F1 hi2h,bub (4.70)

 Ai1h = (1-F1) Ai1h,other  +  F1 Ai1h,bub (4.71)
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where in these equations the subscript "other" indicates values that were calculated for either
stratified flow (Eqs. (4.54) through (4.55))  or mist flow (Eqs. (4.62) through (4.64)).

4.1.9 Interpolation Between Horizontal and Vertical Regimes

When a difference exists between the flow regime calculated from the horizontal flow map and
the vertical flow map, an interpolation scheme is applied.  To find the interpolated heat transfer
coefficients, IFCI uses

  hi1 = (1-FZR) hi1v  +  FZR hi1h (4.72)

 hi2 = (1-FZR) hi2v +  FZR hi2h (4.73)

where the additional subscripts "v" and "h" refer to values calculated from the vertical flow
regime correlations (Sections 4.1.2 through 4.1.5 ) and the horizontal flow regime correlations
(Sections 4.1.6 through 4.1.8) respectively.  The interpolating function FZR is found as a
function of calculated mass flux ratios.

FZR = 
GMR
GMA (4.74)

where
GMA = α'v  ρ1 VV + (1 - α'v ) ρ2 VL (4.75)

GMR = α'v  ρ1 U
—

1  + (1 - α'v ) ρ2 U
—

2 (4.76)

If the horizontal flow map indicates stratified flow, then the interfacial area must also be
interpolated.  This is done by adding the value of the stratified-flow interfacial area, Ai1h, to a
portion of the interfacial area calculated from the vertical flow regime map, Ai1v.

 Ai1 =  
GVZ
GV  Ai1v  +  Ai1h (4.77)

where
GVZ = Max ( AL10  ρ1 Vrise , α1  ρ1 | W

—
1| ) (4.78)

GVR = α1  ρ1 | U
—

1 | (4.79)

GV = √GVR2 + GVZ2 (4.80)
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and where the value of AL10 (see Eq. 4.78), is a user specified input - a small number usually
on the order of 10-5.

4.1.10 Review of Major Assumptions

The models used in calculating the interfacial heat transfer coefficients and interfacial areas
contain many fundamental assumptions.  The major assumptions used are as follows:

1. It is assumed that the bubble and droplet diameters can be determined using a constant
Weber-number criterion.  For bubbles it is assumed that Web = 7.5, for droplets that
Wed = 4.0.  Such a model assumes an equilibrium between inertia and surface tension
forces.

2. The transients are assumed to be slow enough that the flow regimes and the heat transfer
coefficients can be determined using the quasi-steady approach.

3. Bubbles or droplets are assumed to be uniformly distributed within the control volume.

4. Surface areas of bubbles and droplets can be found by assuming spherical geometry.

5. It is assumed that two dimensional flow conditions can be adequately accounted for by
an interpolation between one dimensional vertical and horizontal flow regime maps as
explained in Section 4.1.9

In addition to these five assumptions, each flow regime has assumed that certain correlations or
constants are valid approximations for calculating the interfacial heat transfer coefficients over
the entire flow regime.

4.1.11  Comments on Assessment

Many of the models used in calculating the interfacial heat transfer coefficients and interfacial
areas were adopted directly from the TRAC code.  Reference [5] reviews the TRAC models
and provides some assessment of the modeling.  However, even this is incomplete and further
assessment was recommended.  The additional modeling which has been included in IFCI,
although following the spirit of the TRAC approach, has not yet been directly assessed.
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4.2 Heat Transfer Between Melt (Field 3) and Fields 1 and 2 (Vapor and Water)

In IFCI, melt is assumed for heat transfer purposes to have the geometric character of a
collection of simple spherical particles, each of given diameter Dc, and dispersed uniformly
throughout the available flow volume.  Of interest in this section is the heat transfer between
the melt particles and a surrounding water-vapor fluid.

When condensation is not being modeled, the heat transfer rate between the melt and field j
(j=1 or 2) is given by

q3j = a3j h3j (T3 - Tj) (4.82a)

where a3j is the interfacial surface area between the melt and field j per unit volume, and is
calculated as follows.

a3j = 
6 α3
Dc

(4.82b)

The focus of this section will be the determination of the heat transfer coefficients  h3j.

Three different heat transfer regions are described in Table 3.5.  Both forced and natural
convection are considered in Region I  (However, it should be noted that not all this domain
can be realized during reactor accidents.)  In region II, nucleate, transition, and film boiling
heat transfer regimes are modeled.  Region III is a region where interpolation is applied so that
the heat transfer values behave smoothly as the flow conditions change from pure convection to
boiling.

In the correlations that are applied, the important velocities will be relative velocities between
the different fields.  In particular, the velocity difference between the melt and water, and
between the melt and vapor are important.  These values are defined in IFCI in the same way
the the relative velocities between fields one and two are (see Eqs. (4.2) through (4.5) and
Figure 3-5).

W
—

3 = 0.5 ( W3,j + W3,j-1) (4.83)

U
—

3  = 0.5 (U3,i + U3,i-1) (4.84)

VC = √W
—

3
2

+ U
—

3
2

(4.85)

V13 =Max (√(W
—

3 - W
—

1)
2

+ (U
—

3 - U
—

1)
2

 , 10-3) (4.86)
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V23 =Max (√(W
—

3 - W
—

2)
2

+ (U
—

3 - U
—

2)
2

 , 10-3) (4.87)

Table 3.5 Interfacial Heat Transfer Regions for Melt in the Presence of
Fields 1 and/or 2

Region Conditions

I.   Pure Convection α 'v  > 0.98

T3 ≤ Tsat  , or  T3 ≤ T2

P ≥ Pcrit

II.  Pure Boiling α 'v  < 0.5

T3 ≥ Tsat + 5

T3 > T2

P < Pcrit

III.   Interpolation 0.5 ≤ α 'v  ≤ 0.98

Tsat < T3 < Tsat + 5

T3 > T2

P < Pcrit

4.2.1 Pure Convection

The melt-vapor and melt-water heat transfer coefficients are calculated as an appropriate single
phase value weighted by a simple (add-hoc) function of the normalized vapor volume fraction.

h31 = (1 -  f(α'v) ) h1 (4.88)

h32 = f(α'v) h2 (4.89)
where

f(α 'v) = max{0., min[1., 
(0.75-α'v)

0.5  ]}

Note that the function f(α'v) requires that the convective melt-vapor heat transfer be zero for α'v
below 0.25,  and the convective melt-water heat transfer to be zero for α'v greater than 0.75.

Both single phase heat transfer coefficients (h31 and h32) are calculated using the same
correlations, and both natural and forced convection regimes are considered.  Using the
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subscript "f" to denote either the field 1 or field two coefficient, the correlations currently used
in IFCI (Reference [20], pgs 409, 413) are as follows.

Nuf =  
hfDh

kf
  =  

 



N u n c r = Gr/(Re)2 > 1

r Nunc + (1-r) Nufc r = Gr/(Re)2 < 1
(4.90)

where

Nunc = 2.0 + 0.6 Gr1/4
f  Pr1/3

f (4.91)

Nufc = 2.0 + 0.6 Re1/2
f  Pr1/3

f (4.92)

and where the Reynolds number, Grashof number, and Prandtl number are defined as

Ref = 
αfρfVf3Dh

µf

   , (4.93)

Grf =  
αf

2gβf(Dh)3(T3 - Tf)

νf
2   ,   and (4.94)

  Prf = 
µfCpf

kf
  . (4.95)

Note that the ratio, r = Gr/(Re)2, determines the importance of natural convection in each case.

4.2.1 Pure Boiling

Heat transfer coefficients that account for boiling are calculated whenever the melt temperature,
T3, is greater than Tsat, and the modified vapor fraction, α'v, is less than 0.98.  However, as
will be described in detail in Section 4.2.3, interpolation is used when Tsat < T3 < (Tsat + 5)
and when 0.75 ≤ α'v  ≤ 0.98.  When T3 ≥ Tsat + 5 and α'v  < 0.75, the correlations discussed
in this section are used without modifications.

Depending on the temperature of the melt, either nucleate, transition, or film boiling is
considered to be occurring.  Nucleate boiling occurs when the melt temperature is greater than
Tsat but less than TCHF, the temperature corresponding to the critical heat flux.  Film boiling is
modeled when the melt temperature is greater than Tmin, the minimum film boiling
temperature.  Transition boiling is modeled in the intermediate range, TCHF < T3 < Tmin.  In
each of these regimes, a heat transfer coefficient between the melt and both the liquid water,
h32, and gaseous vapor, h31, must be calculated.



DRAFT FOR REVIEW SAND95-XXXX

draft 7-31-95 26

4.2.2.1 Nucleate Boiling

The modeling in IFCI for Nucleate boiling between melt and a two-phase steam water mixture
is modeled in much the same way  as described in Reference [4] for the TRAC code as it
existed in 1986.  Although some modifications to this approach were subsequently been made
in TRAC, the material presented in Reference [5] is also largely still applicable to IFCI.  The
discussion presented here is adopted from  References [4] and [5] will only review the basis of
this model as applied in the HTMELT subroutine.

Melt to Water heat transfer coefficient, h32

The Chen correlation (see [21], p. 262) is used in the nucleate boiling heat-transfer regime.
The Chen correlation assumes that both nucleation and convective mechanisms occur and that
the contributions made by the two mechanisms are additive.

h32  =  hfc +min[ 1, 
(T3 - Tsat)
(T3 - T2) ] hnb (4.96)

The forced convective component, hfc, is assumed to be represented by the maximum of a
Dittus-Boelter type of turbulent flow equation (modified by the so called F factor) and the
Rohsenow-Choi laminar flow equation:

hfc  = max[htfc , hlfc] (4.97)

where

hlfc = 4.0  
k2
Dc

, (4.98)

and

htfc  = 0.023  
k2
Dc

  [ 
ρ2V23(1- α 'v)Dc

µ2

]0.8 Pr0.4
2

 ∗ F. (4.99)

The parameter, F > 1.0, is used to modify the convective part of the correlation (called the
macroterm), to account for increased agitation caused by the formation of vapor bubbles.  The
"F" factor is found as a function of the Martinelli factor, X-1

TT:
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F =    

 

 1 . 0 , X - 1

TT ≤ 0.10

2.35(X-1
TT + 0.213)0.736 , X-1

TT > 0.10
(4.100)

with

 X-1
TT = (Martinelli factor)-1

 =  ( x
1-x)

0.9 (
ρ2__
ρ1

)0.5
 (

µ2__
µ1

)0.1 
 , (4.101)

and where X-1
TT is limited to a maximum value of 100.

The basis for the nucleate boiling component, hnb, is the analysis of Forster and Zuber [22] for
pool boiling.  This has been modified by a suppression factor, S, to account for the difference
between the wall superheat and the mean superheat to which the bubble is exposed.

hnb = S ∗ 0.00122  
 


 
k2

0.79 Cp2
0.45 ρ2

0.49

σ0.5µ2
0.29 L0.24 ρ1

0.24
 (T3 - Ts)

0.24
  (Pw - P)

0.75
 (4.102)

For values of  α'v < 0.7, the S factor is calculated as

S =    

 

 [1.0 + 0.12(Retp)1.14]-1

, 0.0 < Retp < 32.5

[1.0 + 0.42(Retp)0.78]-1
, 32.5 ≤ Retp ≤ 70.0

(4.103)

where

Retp = min[ ( 
ρ2V23(1- α 'v)Dc

µ2

) F1.25 , 70.0] (4.104)

Because Eqs. (4.103) do not approach the correct limit of zero as α'v goes to 1, an additional
modification is imposed for values of α'v greater than 0.7.  To ensure that S approaches the
correct value for α = 1.0, the following procedure is used.  When α > 0.70, S is evaluated at
α = 0.70 and the current value of α; the minimum of the two values, Smin, is saved.  Linear
interpolation is then used between the two values, Smin and S = 0.0 at αc = 0.98.  That is,
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S =    

 

 Smin

(0.98 - α )
(0.98 - 0.70) , α > 0 . 7 0

0 . 0 , α > 0 . 9 8

(4.105)

Melt to Vapor heat transfer coefficient, h31

The melt-to-vapor convective heat transfer coefficient is calculated to go from zero at T3 = Ts,
to the transition boiling value at T3 = TCHF.  It is defined as follows:

Let

y =  
(T3 - Ts)

(TCHF - Ts)
  , (4.106a)

then

h31 = (3y2 - 2y3) ∗ h31, film (TCHF)  , (4.106b)

where "h31, film (TCHF) " is found from the film boiling correlations described in 4.2.2.3 when
T3 = TCHF.

4.2.2.2 Transition Boiling

The transition boiling regime spans the boiling surface between the critical heat flux (CHF) and
minimum film boiling.  In this model it is assumed that transition boiling heat transfer is
composed of both nucleate-boiling (wet-wall) and film-boiling (dry-wall) heat transfer.  This is
based on the understanding that at a given location, the surface is wet part of the time and dry
during the remainder of the time.  Therefore, contributions to both the water and vapor heat
transfer coefficients should exist for all conditions.

Melt to Water heat transfer coefficient, h32

In IFCI, it is assumed that the heat transfer to the liquid water from the melt can be
approximated as an interpolation between the critical heat flux (qCHF) and the minimum stable
film boiling heat flux (qmin).  The value for the film boiling heat flux is, however, modified to
account for radiation heat transfer (denoted qmin,rad). The interpolation equation applied is
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q3-liq  =  f1 qCHF  + (1-f1)qmin,rad   =   h32 (T3 - T2) , (4.107)

where
f1 = (3y2 - 2y3) , (4.108a)

y  =  
(T3 - Tmin)

(TCHF - Tmin)  . (4.108b)

qmin,rad  =  qmin +  [σ ε 
(T3

4 - T2
4)

(T3 - T2)  ] (Tmin - T2) (4.108c)

Given values for T3, Tmin, qmin, TCHF, and qCHF, and applying Eqs. (4.108), the value for h32

can be calculated directly by rearranging Eq. (4.107) as:

 h32 = 
f1 qCHF + (1-f1)qmin,rad

(T3 - T2) (4.109)

The method for calculating the values of TCHF and qCHF are described separately in Section
4.2.3.4.  Likewise, the method for calculating the values of Tmin and qmin is described in
Section 4.2.3.5.

Vapor convective heat transfer coefficient, h31

In IFCI, it is assumed that the heat transfer coefficient to the vapor can be approximated by
interpolating between the value obtained at the critical heat flux (h31,CHF) and the value obtained
at the minimum stable film boiling heat flux (h31,min).  The interpolation equation applied is

h31  =  f1 h31,CHF  + (1-f1)h31,min , (4.110)

where the interpolating function f1 is identical to the one given in Eq. (4.108);

f1 = (3y2 - 2y3) , (4.111a)

y  =  
(T3 - Tmin)

(TCHF - Tmin)  . (4.111b)
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The methods for calculating the values of TCHF and qCHF are described separately in Section
3.2.3.4.  Likewise, the methods for calculating the values of Tmin and qmin are described in
Section 3.2.3.5.

4.2.2.3 Film Boiling

Melt to Water heat transfer coefficient, h32

The film boiling heat transfer coefficient from the melt to the liquid water is given as

h32 =  Max ( hfree, hforce )  + hrad (4.112)

where hfree and hforce are subcooled boiling correlations from Dhir and Purohit [23],

hfree = hsat +  hnat  
(Tsat - T2)

(T3 - Tsat)
(4.113)

where hsat  is given by the Bromley correlation [24],

hsat =   0.8 
 


 
ρ1(ρ2-ρ1) g k1

3 h12

µ1 Dc (T3 - Tsat)

0.25
 (4.114)

(h12 is the latent heat of water) and hnat is a natural convection correlation,

hnat  =    0.9 
 



 

ρ2

1 g Cp2 (Tsat − T2)k1
3

µ2 Dc

0.25

 (4.115)

The heat transfer coefficient hforce is a combination of the Bromley saturated boiling heat
transfer coefficient hsat (above)  and a  forced convection heat transfer correlation,

hforce =  hsat  +  0.8 √Re  
 


 
1 +

k2 (Tsat − T2)

k1 (T3 − Tsat)
 
k2
Dc

(4.116)

where

Re =   
( 1-α 'v ) ρ 2 V23 Dc

µ2

(4.117)
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The heat transfer coefficient from the film interface to the bulk liquid water is given by the
greater of a natural convection correlation or a forced convection correlation [20]

hc
2s = Max (Nunc, Nufc)  

k2
Dc

(4.118)

where

Nunc = 2.0 + 0.6 Gr1/4
2  Pr1/3

2 (4.119)

Nufc = 2.0 + 0.6 Re1/4
2  Pr1/3

2 (4.120)

and where the Reynolds number, Grashof number, and Prandtl number are defined as

Re2 = 
ρ2V23Dc

µ2

   , (4.121)

Gr2 =  
gβ2(Dc)3(T3 - T2)

ν2
2   ,   and (4.122)

  Pr2 = 
µ2Cp2

k2
  . (4.123)

The radiation component of the melt to water heat transfer coefficient is found as

 hrad = σ ε 
(T3

4 - T2
4)

(T3 - T2)  (4.124)

Melt to Vapor heat transfer coefficient, h31

In film boiling, melt to vapor heat transfer coefficient is currently set to zero.  Note, however,
that since the overall value of h31 is a sum of a boiling part and a convection part, its total value
may not be zero.

4.2.3.4 Critical Heat Flux

If one considers a typical boiling curve, as the temperature of the surface increases to a point
higher and higher above the fluid saturation temperature, a point is reached where the effective
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heat transfer coefficient begins to deteriorate due to vapor blanketing.  This point on the curve
can be characterized by either the surface temperature, TCHF, or the heat flux, qCHF, at that
point.  The Critical Heat Flux (CHF) point has two purposes in relation to the IFCI boiling
curve.  First, the CHF point indicates the change from nucleate boiling regime to the transition
boiling regime.  Second, the CHF point is used in the quadratic interpolation that gives the
transition-boiling liquid water heat transfer coefficient.

4.2.3.4.1 Basis of the Model

The critical heat flux prediction model used in IFCI was adopted directly from the TRAC code.
The package consists of the Biasi correlation [25] with modifications at low mass velocities and
high void fractions.

The Biasi correlation consists of taking the maximum of two equations; where one is typically
appropriate for low quality, and the other for high quality.  As applied in IFCI it can be
expressed as follows:

qCHF = 1.0 x 104 max [qCHF,lq, qCHF,hq] (4.125a)

where

qCHF,lq =  
1.883 x 103

(Dh)n |G|1/6  
 


 
fp

|G|1/6 − x (4.125b)

qCHF,hq =  
3.78 x 103

(Dh)n |G|0.6  hp(1− x) (4.125c)

and

hp = -1.159 + 8.99 P
10 + P2 + 0.149 P exp(-0.019 P)

fp = 0.7249 + 0.099 P exp(-0.032 P)
n = 0.4 for Dh ≥ 1 cm
n = 0.6 for Dh < 1 cm

Dh = hydraulic diameter (cm)
|G| = absolute value of the mass flux (gm cm-2 s-1)

P = pressure (bar), and
x = equilibrium quality

Note that because the Biasi correlation uses cgs units, Eq. (4.125a) has a multiplication factor
of 104  so that the units of qCHF in IFCI will be W/m2.
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Typically, Eq. (4.125a) is the controlling correlation for low quality and Eq. (4.125b) for high
quality.  However, the value of the switch over quality is not constant and varies between
about 0.3 and 0.7 depending upon the pressure.

Currently, IFCI uses the Biasi correlation for values of α1 less than 0.97. For 0.97 < α1 <
0.98, the code uses the value obtained at α1 = 0.97.  For α1 ≥ 0.98, TCHF is fixed at 0.5 K
above Tsat, the single phase liquid correlations explained in Section 4.2.1 are used.  Also,
because the Biasi correlation tends to overpredict the data at mass fluxes lower than 200
kg/(m2s), the CHF for these conditions is evaluated by using the Biasi correlation with |G| =
200 kg/(m2s).

Once qCHF is obtained, the wall surface temperature corresponding to the CHF point, TCHF, is
calculated by using a Newton-Raphson iteration to determine the intersection of the heat flux
found by using the nucleate-boiling HTC and the CHF.  An iteration is required because Tw =
TCHF must be known to evaluate the Chen correlation; and, in turn, the Chen HTC must be
known to calculate the wall temperature, i.e.;

 qCHF = hCHF (Tw - Tsat) . (4.126)

The iteration equation for determining TCHF can be expressed as

Tn+1
CHF  = Tn

CHF  −  
 


 
Tn

C H F - Tsat -
qCHF
hCHF

 



 

1 +

qCHF

h2
CHF

dhCHF
dTw

(4.127)

where the superscript "n" is the iteration counter, hCHF  is the heat transfer coefficient evaluated

by using the Chen correlation, and 
dhCHF
dTw

 is the derivative of the heat transfer correlation with

respect to the wall temperature. Currently, TCHF is restricted to the range of

 (Tsat+ 0.5)  ≤ TCHF ≤  ( Tsat+ 100) (4.128)

4.2.3.4.2 Assumptions and/or approximations

The CHF prediction in IFCI using the Biasi correlation is based upon the following
assumptions:
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1)  The transient is slow enough that the CHF phenomenon is quasi-steady.  This
assumption allows the use of an empirical correlation based on steady-state data in
order to model transient CHF.

2)  CHF is only a function of the local thermal-hydraulic parameters and the history effects
are negligible.

3)  CHF is not affected by the flow direction.  Using this assumption, the mass flux G in
the original correlation is replaced by the absolute value of G in the code
implementation.

4)  The Biasi correlation was originally written for round tubes. In IFCI it is assumed that
the tube diameter may be replaced by the flow channel hydraulic diameter.

4.2.3.4.3 Scaling Considerations

The Biasi correlation was developed for round tubes; however, Reference [26] suggests that its
success in predicting the blowdown data in various tests indicates that it can be scaled to rod-
bundle geometry using a hydraulic diameter.  Its validity in other geometric regimes has not
been examined.

4.2.3.4.4 Model as Coded

The application of these correlations within the code is straightforward. The actual coding can
be found in subroutines CHFM, and CHF1M. We note that in Eq. (4.127) convergence is
assumed if  < 1.0, and maximum of ten iterations is allowed; if convergence does not occur, a
message is printed and a fatal error occurs.

4.2.3.4.5 Assessment

The Biasi correlation is one of the more frequently referenced correlations in the literature.  The
results of a major assessment of this correlation were recently reported by Groeneveld et al.
[27], in which the Biasi correlation was compared to approximately 15000 steady-state water
data points that are stored in the Chalk River Nuclear Laboratories' CHF data bank.  Also,
Leung [28] has compared the Biasi correlation to transient CHF data.  A review of these results
and an assessment of the TRAC implementation has been given in Reference [5].

A summary of the assessment given in Reference [5] is as follows.  The Biasi correlation
yields reasonable results when compared to steady-state and transient annular flow dryout type
CHF data.  However, they note that the good comparison with the flow transient data was
probably due to the fact that the data base being considered only had flow transients resulting in
an annular flow regime prior to reaching CHF. Three areas of limitation or deficiency were
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noted.  First, the current approach cannot model subcooled or very low quality departure from
nucleate boiling.  Second,  the predictions at low mass fluxes (|G| < 200 kg/(m2s)) is an area in
which there is very little information is available and further experimental CHF studies are
required before confidence in the predictions can be obtained. Third, the high-void-fraction
model  needs further assessment even though it gives favorable results for rapid
depressurization transients in which a sudden core voiding occurs.

Finally, they also note that one must be aware of the limitations imposed by the quasi-steady
approach used.  For example, applying the present model to rapid transients such as
quenching, where the CHF prediction is needed to calculate the return to nucleate boiling while
going from right to left on a typical boiling curve,  may prove to be a problem.

4.2.3.5 Minimum Stable Film-Boiling Temperature

The minimum stable film-boiling temperature, Tmin, is the intersection point between the
transition- and film-boiling heat-transfer regimes.  It is also used in the interpolation scheme for
determining the transition-boiling heat flux.

4.2.3.5.1 Basis of the Model

In IFCI, the homogeneous-nucleation  minimum  stable  film-boiling  temperature correlation
of Henry [29] is used.  This approach was adopted directly from TRAC.  This can be written
as

Tmin = Tnh + (Tnh - T2) √R (4.129a)

where

R = 
(kρCp)2

(kρCp)w
(4.129b)

and Tnh is the homogeneous-nucleation temperature.   In Eq. (4.129b), the  subscript 2
indicates liquid properties and the subscript w refers to wall properties.  The homogeneous-
nucleation temperature is calculated as

Tnh = 705.44  −  (4.722 x 10-2)DP  +  (2.3907 x 10-5)DP2

      − (5.8193 x 10-9)DP3 (4.130a)

where
DP = 3209.6 - P (4.130a)
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In Eq (4.130) the pressure P is in units of pounds per square inch atmospheric, and the
temperature is in Fahrenheit units.  In IFCI, the variable P is converted to a temporary variable
in British units, and Tnh is converted to Kelvin after the equation is evaluated. We note that
according to Ref. [5], Eq. (4.130) originated in the COBRA-TF code.

3.2.3.6.2 Assumptions and/or approximations

No additional assumptions need be mentioned here beyond those implied in the previous
section.

3.2.3.6.3 Scaling Considerations

There are no parameters in the correlation to account for scaling geometry or mass flux.  Fluid
pressure, temperature, and thermal properties and wall thermal properties are the only
parameters in the correlation; no limits are specified for these parameters.

3.2.3.6.4 Model as Coded

The application of this correlation within the code is straightforward. The actual coding can be
found in subroutine TMSFBM.  As mentioned above, since in Eq (4.130) the pressure P is in
units of pounds per square inch atmospheric, and the temperature is in Fahrenheit units, a
conversion needs to be made to make the units consistent.  In IFC I, the variable P is converted
to a temporary variable in British units, and then Tnh is converted to Kelvin after the equation is
evaluated.

4.2.3.5.5 Assessment

In Ref. [5], a comparison of the predictions of this model to the data of Chen et al. [30], is
made.  Chen's experiment extends earlier work by Groeneveld and Steward [32] to separate
the effects of axial conduction and hydraulic transients and is run over a short-enough test
section in a steady-state manner such that these data, along with those of Groeneveld, represent
the only known forced convective true Tmin data.  Because no additional assessment work has
been down in the IFCI development effort, the reader is referred to Ref. [5] for the details of
this comparison.  In summary, a  comparison of the TRAC (and thus IFCI) Tmin model to true
Tmin data shows that the prediction is reasonable but could stand improvement in light of the
more recent data.  The prediction is called reasonable because the prediction is much closer to
the data than are the apparent Tmin values often developed from reflood and blowdown
experiments. From the comparisons presented, it appears that the current Tmin model
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overpredicts the data at typical reflood conditions (0.1 to 0.4 MPa) by 100 to 150 K and
underpredicts the data at typical blowdown conditions (7 MPa) by about 60 to 100 K.

4.2.3 Interpolation Regime

The interpolation region covers the temperature range Tsat < T3 < (Tsat + 5).  This region has
been defined so that the heat transfer values will behave smoothly as the flow conditions
change from normal convection to boiling.

In this region, both the melt temperature T3, and the normalized vapor volume fraction, α'v, are
used as interpolation parameters.  Over the interpolating temperature range, a linear
interpolation scheme is used.

hj = [(T3 - Tsat)
5 ] hj,boiling  + (1 -  [(T3 - Tsat)

5 ]) hj,convection (4.131)

where j refers to either vapor or water, and the coefficients  h1,convection and h1,boiling  are
found as described in Sections 4.2.1 and 4.2.2 respectively.

For the vapor field, to interpolate over the region 0.75 ≤ α'v  ≤ 0.98, a cubic interpolating
function (for which the derivatives are zero at the endpoints) is used.

h1 = F1 h1,boiling  +   ( 1- F1) h1,convection (4.132)

where

F1 = (3 - 2x) x2 (4.133)

x = 
(0.98 - α 'v )

0.23  . (4.134)

For the water field, a series type interpolating function is used, i.e,

h2 =  
1

F1
h2,boiling

+
(1-F1)

h2,convection

 (4.135)
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